
Experiments in Curvature-Based Segmentation of Range DataEmanuele Trucco and Robert B. FisherDepartment of Arti�cial Intelligence,University of Edinburgh, Edinburgh, Scotland.AbstractThis paper focuses on the experimental evaluation of a range image segmentation system whichpartitions range data into homogeneous surface patches using estimates of the sign of the mean andGaussian curvatures. We report the results of an extensive testing programme aimed at investigatingthe behavior of important experimental parameters such as the probability of correct classi�cation and theaccuracy of curvature estimates, measured over variations of signi�cant segmentation variables. Evaluationmethods in computer vision are often unstructured and subjective: this paper contributes a useful exampleof extensive experimental assessment of surface-based range segmentation.1 Introduction\In all the attempts made to date to show that 2 + 2 = 4, no one has ever considered the windspeed."R. Queneau, Quelques remarques sommaires relatives aux propri�et�es a�erodynam�iques de l'addition.In this paper we present an example of experimental performance assessment for a range surface seg-mentation technique and its implementation. The results of the performance tests provide very usefulexperimental information for choosing consistent system parameters and thresholds as well as for derivingheuristics. The paper suggests also a testing scheme implicitly, by identifying relevant parameters andinvestigating their behavior experimentally. Moreover, quantitative assessment allows comparison withimplementations addressing the same problem.We give here only a very succinct account of our segmentation technique for reasons of space; thereader is referred to [11] and [10]. Our approach adopts Gaussian smoothing, modeled within the di�usionparadigm. The longer the di�usion interval, the larger the equivalent Gaussian kernel. Depth and orienta-tion discontinuities maps are precomputed and used to restrict the di�usion process to non-discontinuitypoints, thus avoiding the creation of spurious curved regions around discontinuity contours. In order to copewith the distortion introduced near surface boundaries, we enforce a shape-preserving adaptive boundarycondition [10]. Then the program computes a qualitative description of the range surfaces using estimatesof the sign of the mean and Gaussian curvatures (H and K respectively). Morphology is used to improvethe quality of the raw HK maps. Planar points are detected by thresholding the H ,K maps. The zerothreshold on Gaussian curvature, K0, is computed consistently (in the sense that small perturbations inthe principal curvatures will still lead to correct estimates of H and K signs) from that on mean curvature,H0, thus eliminating one user-de�ned parameter. The �nal surface description consists of a number of1



patches, formed by surface points of the same qualitative shape (K = H = 0 planar, K < 0 hyperbolic,K > 0 elliptic, K = 0andH 6= 0 cylindrical; sgn(H) gives convexity for the last two cases). The surfacedescription is qualitative in the sense that it uses only the shape class to identify and characterize thepatches.An example of segmentation of a real image, the well-known Renault part (size about 190x100x80mm3)is shown in Figure 1. This is a complex sculptured object with both developable and non-developable sur-faces. TheH threshold was experimentally set atH0 = 0:024. Consistent thresholding yields K0 = 0:00422.The image was smoothed between t0 = 0 and tmax = 9 (di�usion time interval), equivalent to �max = 3of the equivalent Gaussian kernel. The result of the segmentation is shown in Figure 2. Most of thesigni�cant patches appear in the �nal segmentation, providing a signi�cant description for model-basedtasks. Our segmentation compares well with most results reported in the literature for the same object.For instance, Besl and Jain's segmentation[1], obtained in comparable experimental conditions (128x128pixel, 8-bit depth, very similar pose), looks much more fragmented than our result. Results of techniquesfor planar patch segmentation (e.g. [5]), are somewhat more di�cult to compare with ours, owing to thedi�erent nature of the description computed.We have identi�ed several parameters that we consider important for assessing the performanceof a HK segmentation system. These are the probability of correct classi�cation, the accuracy of meancurvature estimates, the distortion on planar patches, the amount of shape distortion near patch boundariesand the sensitivity of curvature measurements to size (small patches). All these were measured in a largenumber of tests run with synthetic patches, with quantized and double precision data, against systematicvariations of many experimental variables, including shape class, amount of smoothing, patch orientation,patch size, and zero curvature thresholds. Extrema values for the ranges of the independent variables weredetermined in advance by trial and error. The quantization step of the independent variables was kept aslow as possible in order to guarantee signi�cant resolution. The program's performance was also analyzedwith a number of synthetic and real images. We used synthetic planar, cylindrical, spherical and saddlepatches of varying shape and size. All images were 128x128 pixel, with quantized or double precisionvalues. Quantized data were obtained by rounding o� depth values to the nearest integer, thus forcing aquantization of step �h = 1 over a range of 256 possible values. Real range data were acquired using thelaser striper equipment developed in our laboratory (accuracy of about one part in 10,000).Among the many works appeared recently on range image segmentation (e.g. [1], [8], [7], [9], [4]),Flynn and Jain report a most interesting empirical analysis of the accuracy of �ve curvature estimationtechniques [6]. They used synthetic patches of various shape classes (but not hyperbolic). Their tests wererun over narrower and more coarsely sampled parameter ranges than ours, for instance using radii of 1, 2,5 and 10 units only. No results on classi�cation and sensitivity were reported. All conclusions, wherever2



applicable, agree with ours. The overall common message is that curvature-based surface descriptions areinteresting for range vision, but qualitative methods seem more reliable than quantitative ones. Yang [12]adopted structured lighting (grids) to measure the principal curvatures at stripe junctions with severalsynthetic shapes and real images. In all cases he used large patches, reporting error variances between6% and 23%. He noticed some of the problems we have investigated (e.g. the need for large patchesto provide reliable curvature estimates) but did not perform any speci�c analysis. Several surface-basedmethods have been directed at the detection of planar surfaces. For instance, Bahnu [2] segmented multiplerange images of the Renault part, acquired from di�erent viewpoints, to create a 3-D surface model. Thesurface was then divided into planar patches. Surface patch detection and classi�cation algorithms withplanar and curved patches have been reported by various authors. Cai [3] analyzed the merits and limitsof HK segmentation in scale-space, identifying stable features that can be reliably traced (for instanceC2 discontinuities), and introduced the consistent zero thresholding technique that we have used in oursystem.2 Testing probability of correct classi�cationClassi�cation tests were run by measuring the percentage of correctly classi�ed points in synthetic patchesagainst variations of the patch geometry (shape class and curvature), the number of smoothing cycles andthe zero threshold H0 (the only user-de�ned zero threshold for curvature, K0 being obtained from H0 byconsistent thresholding). An optimal H0 range was calculated for each patch by estimating experimentallythe values generating 100% and 0% percentages (or su�ciently high and low percentages if the 0%-100%H0 range was too large). This range was then divided into 20 intervals to give the H0 step for the givenpatch. For the nc range, we found experimentally that nc = 1; 2; 3 provided enough smoothing withoutintroducing unacceptable distortions. Similar values, expressed as standard deviation of Gaussian kernels,were used in Flynn and Jain's experiments [6].Figure 3 shows the graphs obtained for cylinders, with ideal (double precision) data and noisy(quantized) data. The results reveal a high sensitiveness: classi�cation varies from 50% to 90% ratherquickly. Sensitiveness decreases for nc = 3. Moreover, reliable H0 values correspond to overestimatedradii, about three times the true values. This is due to the averaging e�ect of Gaussian smoothing. Forradii up to 25 pixels H0 = 33 � 10�3 is a good lower bound; this works admissibly for planes of up to 80�normal slope. Moreover, examples of useful heuristics suggested by the results are: use H0 = 12 maxH ofobject expected; do not use H0 � 0:015 for nc = 3, H0 � 0:027 for nc = 2. For spheres and cylinders thevalues of the radius equivalent to the H0 value yielding the given percentage of correct classi�cation wasplotted against the patch radius. The corresponding H0 was obtained as Hcyl = 12Rcyl and Hsph = 1Rsph .For saddles and planes, H0 was plotted against the geometric parameter of the patch (e.g. the elevation3



of the normal from z = 0 for planes, the eccentricity for saddles).The patch classi�cation graphs suggest also that the HK thresholding mechanism is inadequatefor �ne distinction between planes and low-curvature curved surfaces. Figure 3 indicates that worst-case misclassi�cations might occur with cylinders of radius about 18 pixels or spheres of radius about35 (corresponding to the worst distortion in Figure 3). However, for a large interval of plane slopes,approximate interference values are R = 70 for cylinders and R = 140 for spheres. The more accurate theclassi�cation (i.e. the more points correctly classi�ed), the higher the equivalent curvature radius, becauseless and less points are classi�ed as planar regions on curved patches as the threshold H0 decreases. Noticethat H0 values necessary to achieve good classi�cation percentages are always smaller than the real H forthe patch, an expected e�ect of Gaussian smoothing. The curves obtained from quantized patches are moreirregular, because the quantization introduces shape discontinuities on smooth surfaces, which results in Hestimates signi�cantly di�erent from the ideal values. In general, the better the classi�cation percentagethe more irregular the graph, because points get included whose H values are farther and farther awayfrom the ideal values.3 Testing accuracy of mean curvature estimationThe accuracy of H estimates is severely limited by the combined e�ects of quantization and smoothing.The quantization noise can be attenuated by Gaussian smoothing at the cost of altering the shape of thesurface. Numerical errors introduced by the computation play a much less important role if compared withthe previous two factors and are not investigated in the following. We discuss briey two sets of experimentsaimed at assessing the quality of numerical curvature estimates, using synthetic and real images of planesand cylinders.We ran tests to measure H on cylindrical and spherical surfaces of di�erent sizes with increasingamounts of smoothing (nc = 1; 2; 3). For reasons of space we show only one graph synthesizing the resultsin Figure 4, which plots the mean and standard deviation of H for cylindrical patches of increasing radius,smoothed with two di�usion intervals (nc = 2; 3). The estimates get worse as the di�usion interval increases,as expected. For a sphere of radius r = 19, for instance, the deviation from the expected value is 0.0026,0.0037 and 0.0054 for 1, 2 and 3 cycles of smoothing respectively; the correspondent percentage error inthe estimated radius is 5%, 7% and 11% respectively. The estimates become more and more unreliable asthe radii decrease. The results suggest that, for radii less than 10 pixels, the estimates degrade rapidly asthe number of smoothing cycles increase; again in the sphere case, the error in the estimated radius forr = 10 is already 31% for one smoothing cycle, and becomes 66% and 167% for two and three smoothingcycles. The reason is, as the size of the smoothing Gaussian approaches that of the surface to be smoothed,the curvature of the latter is more and more distorted. The practical importance of empirical distortion4



estimates is that they could be used for correcting the estimates of H (and similarly for the principalcurvatures) with real surface data.4 Testing distortionPlane distortion. In order to establish the exact limits of curvature thresholding in our implementation, wemeasured the mean curvature on variously oriented planar patches against varying slopes and smoothingintervals. The results indicate that quantized values always lead to worse distortions. With nc = 1 thequantization noise is still rather strong; increasing the value of nc attenuates the noise better but makes thedistortion introduced by smoothing worse. For nc = 2; 3 the latter e�ect is not yet too evident; however,the worst standard deviation measured on the planes was about 0.05 (nc = 1, normal elevation 80�, planeslope 20�), corresponding to a spherical curvature radius of 20 pixel. The corresponding mean curvaturewas about 65x10�5, corresponding to a curvature radius of 153x103 pixel: in practice a plane. In general,the distortion in the mean values are negligible, with very large equivalent spherical radii; but the standarddeviations are three orders of magnitude larger, indicating the presence of a serious number of outliers.Distortion at boundaries. The boundary condition method we adopted to contrast shape distortionat boundaries is called adaptive leakage [10]. Instead of \sealing" the surface to be smoothed, or imposing a�xed interaction between surface and background during di�usion smoothing (�xed leakage [3]), our methodadapts to the local conditions to minimise smoothing-induced distortions. We compared the performance of�xed and adaptive leakage by smoothing a number of quantized planar patches at di�erent orientations andobserving the distortion arising. Distortions concentrated along patch boundaries, generating long, slenderstripes of misclassi�ed pixels. We recorded the percentages of misclassi�ed pixels for each orientation ofthe planar patch and averaged over the various orientations. The results indicate that adaptive leakagereduces the percentages by at least one order of magnitude [11], keeping the noisy patches created byboundary distortion e�ects very small. Such patches can be eliminated by the subsequent morphologicalenhancement.5 Patch shrinkingShrinking is introduced by di�erent causes, which include the fact that pixels belonging to region bound-aries are not included in the regions (because of the ambiguity regarding which surface they belong to),discontinuity detection (contours will be shrunk by an amount which depends on the local surface slope) andmorphological HK image enhancement. The worst case shrinkage in pixels introduced after discontinuitydetection and smoothing is (1 +D)disc + 1bound, where 1-pixel shrinkages are contributed by discontinuitymarking and boundary treatment, and D is the additional shrinking caused by discontinuity detection atsloping surface borders. It is di�cult to estimate the size of the smallest patch detectable. This varies5



with the type of patch, its orientation, the number of smoothing cycles, and the e�ect of morphologicaltransformations on the HK sign images. An obvious limit is imposed by the shrinking discussed above.Using the results of our tests we arrived at a size threshold of about 14 pixels diameter for reliable patchclassi�cation. Below that value spherical and cylindrical patches are signi�cantly distorted by amounts ofsmoothing adopted normally. Hyperbolic patches are more stable, the only trouble being possibly thatlow-curvature patches might still be misclassi�ed as planes.6 ConclusionsPerhaps the most important practical lesson learnt from our performance testing programme is that cur-vature estimates are very sensitive to quantization noise. Smoothing is required to get stable curvatureestimates, but at the price of introducing a general reduction in the estimated curvatures. As a consequence,H0 values ensuring good classi�cation percentages are always smaller than the expected H values. Gaus-sian smoothing and quantization noise both contribute to distorting small features. Our system achievedreally reliable sign classi�cation with patches larger than about 13 pixel side (referring to 128x128 imagessmoothed with nc � 3). The accuracy of H magnitude estimates is also limited. Even with large patches,accuracies better than about 10% are di�cult to achieve. In the worst cases, estimates of jH j can be o�by up to 200% in our tests. Considering our results together with those obtained by Flynn and Jain [6],it is apparent that the sign of the mean and Gaussian curvatures can be computed more reliably thancurvature magnitude. Quantization and smoothing make it also di�cult to distinguish accurately betweenplanar patches and curved surfaces with low curvatures. Interference radii in our experiments are aboutR = 70 for cylinders and R = 140 for spheres. Whether this is satisfactory or not depends ultimately onthe particular application.A number of useful indications emerged from the tests, and we mention some here. Given thefragility of the HK technique as plane detector, the task of segmenting a scene composed of both planarand curved surfaces could be best solved by running a robust, specialized plane �tting techniques �rst,in order to single out the planar patches (as tried by Yang [12]); the remaining curved surfaces could bethen segmented with an appropriately low H0. Several heuristics can be inferred from graphs of the kindpresented in this paper. For example, with smooth patches, a reasonable value for H0 is H0 = 12Hmax0 ,where Hmax0 is the maximum expected mean curvature on the patch considered. Another example is thatthe use of H0 less than 0.015 with nc = 2 and less than 0.027 for nc = 3 can lead to unreliable results.Tabular corrections based on H measurements might be possible to contrast empirically the distortionintroduced by smoothing, at least in controlled conditions.The need for experimental veri�cation of algorithms and well-de�ned testing criteria has been pointedout repeatedly in computer vision. In the framework of a discipline getting richer and richer in tools6
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